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Annotation Cost Output Information
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Our Goal: Point In, Box Out 
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⚫ Pseudo GT 
Initialization

⚫ Online Pseudo GT 
Updating

⚫ Locally-constrained 
Regression Loss

⚫ Curriculum Learning 

Our proposed PSDDN:



Point Supervision

Our Approach: Overview

Location & Size
7

Pseudo GT Initialization

Pseudo GT UpdatingAnnotation Cost Output Information

Fine

Low



Our Approach: Pseudo GT Initialization

8

Nearest neighbor distances indeed 
reflects head size information



Our Approach: Online Pseudo GT Updating 

9

1) Select positive anchors:
𝑰𝑶𝑼 𝒑𝒐𝒔(𝒈𝒕 , 𝒈𝒕) > 𝟎. 𝟕 &&

𝑺𝑰𝒁𝑬( 𝒑𝒐𝒔(𝒈𝒕 ) < 𝒅 𝒈,𝑵𝑵𝒈

2)  𝒈𝒕+𝟏 is from those 𝑝𝑜𝑠(𝑔𝑡) that
has the highest detection score

(𝑔𝑡: Pseudo GT at 𝑡𝑡ℎ iteration; 𝑝𝑜𝑠(𝑔𝑡): 

positive anchors of 𝑔𝑡; 𝒅 𝒈,𝑵𝑵𝒈 : distance 

from g to its nearest neighbor head ; 𝑆𝐼𝑍𝐸  : 
smallest side of height or width )
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Our Approach: Locally-constrained Regression Loss
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We penalize the predicted Bboxes if 
its size clearly violate the observation



Our Approach: Curriculum Learning

Crowd Density:              Sparse                  ➔ Moderate      ➔ Dense

Initialize Pseudo Gt:      bigger than real ➔ Moderate      ➔ too small

Training  Difficulty:        Hard                      Easy             ➔ Hard 
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Our Results

Table 1: Counting: ablation study of PSDDN 
on ShanghaiTech dataset (Pv0: trained with 
initialized pseudo GT; Pv1: Pv0 + pseudo GT 
updating; Pv2:  Pv1 + our regression loss; 
Pv3: Pv2 + curriculum learning ).

Table 3: Detection results on WiderFace. (AP )

Table 2: Detection: ablation study of PSDDN 
on ShanghaiTech dataset. AP is reported.
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Table 4: Counting and detection results on 
TRANCOS dataset. GAME and AP are reported.
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